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What are Adversarial Examples?
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“panda”

57.7% confidence

“gibbon”

99.3% confidence

[Goodfellow et al, ICLR 2015 ]



What’s going on?
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Fast Gradient Sign Method



Applications of Adversarial Attacks

• Security of ML Models
• Should I deploy or not? What’s the worst that can happen?

• Evaluation of ML Models
• Held-out test error is not enough

• Finding Bugs in ML Models
• What kinds of “adversaries” might happen naturally?

• (Even without any bad actors)

• Interpretability of ML Models?
• What does the model care about, and what does it ignore?
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Challenges in NLP
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Change
L2 is not really defined for text
What is imperceivable? What is a small vs big change?
What is the right way to measure this?

Effect
Classification tasks fit in well, but …
What about structured prediction? e.g. sequence labeling
Language generation? e.g. MT or summarization

Search
Text is discrete, 

cannot use continuous optimization
How do we search over sequences?



Choices in Crafting Adversaries
Different ways to address the challenges
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Choices in Crafting Adversaries
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What is a small change?

What does it mean to misbehave?

How do we find the attack?



Choices in Crafting Adversaries
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What is a small change?



Change: What is a small change?
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Characters
Pros:
• Often easy to miss
• Easier to search over
Cons:
• Gibberish, nonsensical words
• No useful for interpretability

Words
Pros:
• Always from vocabulary
• Often easy to miss
Cons:
• Ungrammatical changes
• Meaning also changes

Phrase/Sentence
Pros:
• Most natural/human-like
• Test long-distance effects
Cons:
• Difficult to guarantee quality
• Larger space to search

Main Challenge: Defining the distance between x and x’



Change: A Character (or few)
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x  =  [          ‘I’                ‘ ’                 ‘l’                ‘o’               ‘v’                 …

x'  =  [         ‘I’                ‘ ’                 ‘l’                ‘i’               ‘v’                 …

Edit Distance: Flip, Insert, Delete

x  =  [ “I love movies” ]



Change: Word-level Changes
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x  =  [          ‘I ’        ‘like’         ‘this’          ‘movie’          ‘ .’              ]

x'  =  [          ‘I ’       ‘really’       ‘this’          ‘movie’          ‘ .’              ]Word Embedding?

x'  =  [          ‘I ’        ‘eat’          ‘this’          ‘movie’          ‘ .’              ]Part of Speech?

x'  =  [          ‘I ’       ‘hate’        ‘this’          ‘movie’          ‘ .’              ]Language Model?

x'  =  [          ‘I ’       ‘lamp’       ‘this’          ‘movie’          ‘ .’              ]Random word?

Let’s replace this word

[ Alzantot et. al. EMNLP 2018 ]

[Jia and Liang, EMNLP 2017 ]



Change: Paraphrasing via Backtranslation
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This is a good movie

x

Este é um bom filme

c’est un bon film

Translate into multiple languages Use back-translators to score candidates

S(x, x’) ∝
0.5 * P(x’ | Este é um bom filme) +
0.5 * P(x’ | c’est un bon film)

This is a good movie This is a good movieS(                                               ,                                             ) = 1 

This is a good movie That is a good movieS(                                               ,                                             ) = 0.95 

S(                                               ,                                             ) = 0This is a good movie Dogs like cats

x, x’ should mean the same thing (semantically-equivalent adversaries)

[Ribeiro et al ACL 2018]



Change: Sentence Embeddings

• Deep representations are supposed to encode meaning in vectors
• If (x-x’) is difficult to compute, maybe we can do (z-z’)?
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D

Decoder
(GAN)

Ez

Encoder

z'

x f y

x' f y'

[Zhao et al ICLR 2018]



Choices in Crafting Adversaries
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What is a small change?



Choices in Crafting Adversaries
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How do we find the attack?



Search: How do we find the attack?
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Only access predictions
(usually unlimited queries)

Full access to the model
(compute gradients)

Access probabilities

Create x’ and test whether 
the model misbehaves

Create x’ and test whether 
general direction is correct

Use the gradient to craft x’

Even this is often 
unrealistic



Search: Gradient-based
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𝛻𝐽𝑥

𝐽𝑥 Or whatever the misbehavior is

1. Compute the gradient
2. Step in that direction (continuous)
3. Find the nearest neighbor
4. Repeat if necessary

Beam search over the above…

[ Ebrahimi et al, ACL 2018, COLING 2018 ]



Search: Sampling
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1. Generate local perturbations
2. Select ones that looks good
3. Repeat step 1 with these new ones
4. Optional: beam search, genetic algo

[Zhao et al, ICLR 2018 ]

[ Alzantot et. al. EMNLP 2018 ]

[Jia and Liang, EMNLP 2017 ]



Search: Enumeration (Trial/Error)
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1. Make some perturbations
2. See if they work
3. Optional: pick the best one

[Belinkov, Bisk, ICLR 2018 ]

[Iyyer et al, NAACL 2018 ]

[Ribeiro et al, ACL 2018 ]



Choices in Crafting Adversaries
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How do we find the attack?



Choices in Crafting Adversaries
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What does it mean to misbehave?



Effect: What does it mean to misbehave?
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Classification
Untargeted: any other class

Targeted: specific other class

Other Tasks
Loss-based: Maximize the loss on the example

e.g. perplexity/log-loss of the prediction

Property-based: Test whether a property holds
e.g. MT: A certain word is not generated

NER: No PERSON appears in the output

¡No me ataques!MT: Don't attack me!

NER:



Evaluation: Are the attacks “good”? 

• Are they Effective?
• Attack/Success rate

• Are the Changes Perceivable? (Human Evaluation)
• Would it have the same label?

• Does it look natural?

• Does it mean the same thing?

• Do they help improve the model?
• Accuracy after data augmentation

• Look at some examples!
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Review of the Choices

• Change
• Character level
• Word level
• Phrase/Sentence level

• Effect
• Targeted or Untargeted
• Choose based on the task

• Search
• Gradient-based
• Sampling
• Enumeration

• Evaluation
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Research Highlights
In terms of the choices that were made
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Noise Breaks Machine Translation!

Change Search Tasks

Random Character Based Passive; add and test Machine Translation

Sameer Singh, NAACL 2019 Tutorial 26[Belinkov, Bisk, ICLR 2018 ]



Hotflip

Sameer Singh, NAACL 2019 Tutorial 27

Change Search Tasks

Character-based
(extension to words)

Gradient-based; beam-search Machine Translation, 
Classification, Sentiment

[ Ebrahimi et al, ACL 2018, COLING 2018 ]

News Classification

Machine Translation



Search Using Genetic Algorithms

[ Alzantot et. al. EMNLP 2018 ] Sameer Singh, NAACL 2019 Tutorial 28

Change Search Tasks

Word-based,
language model score

Genetic Algorithm Textual Entailment, 
Sentiment Analysis

Black-box, population-based
search of natural adversary



Natural Adversaries

Sameer Singh, NAACL 2019 Tutorial 29[Zhao et al, ICLR 2018 ]

Change Search Tasks

Sentence, 
GAN embedding

Stochastic search Images, Entailment,
Machine Translation

Textual Entailment



Semantic Adversaries
Semantically-Equivalent Adversary

(SEA)
Semantically-Equivalent Adversarial Rules

(SEARs)

color → colour

x
Backtranslation
+ Enumeration

x’ (x, x’)
Patterns
in “diffs”

Rules

Sameer Singh, NAACL 2019 Tutorial 30[Ribeiro et al, ACL 2018 ]

Change Search Tasks

Sentence via 
Backtranslation

Enumeration VQA, SQuAD, 
Sentiment Analysis



Transformation Rules: VisualQA
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Transformation Rules: SQuAD

32Sameer Singh, NAACL 2019 Tutorial[Ribeiro et al, ACL 2018 ]



Transformation Rules: Sentiment Analysis
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Adding a Sentence

Sameer Singh, NAACL 2019 Tutorial 34[Jia, Liang, EMNLP 2017 ]

Change Search Tasks

Add a Sentence Domain knowledge, 
stochastic search

Question Answering



Some Loosely Related Work
Use a broader notions of adversaries
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CRIAGE: Adversaries for Graph Embeddings

[ Pezeshkpour et. al. NAACL 2019 ] Sameer Singh, NAACL 2019 Tutorial 36

Which link should we add/remove,
out of million possible links?



“Should Not Change” / “Should Change”

Should Not Change

• like Adversarial Attacks

• Random Swap

• Stopword Dropout

• Paraphrasing

• Grammatical Mistakes

Should Change

• Overstability Test

• Add Negation

• Antonyms

• Randomize Inputs

• Change Entities

Sameer Singh, NAACL 2019 Tutorial 37[Niu, Bansal, CONLL 2018 ]

How do dialogue systems behave when the inputs are 
perturbed in specific ways?



Overstability: Anchors
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Anchor

Identify the conditions under which the 
classifier has the same prediction

[Ribeiro et al, AAAI 2018 ]



Overstability: Input Reduction

Sameer Singh, NAACL 2019 Tutorial 39[Feng et al, EMNLP 2018 ]

Remove as much of the input as you can
without changing the prediction!



Adversarial Examples for NLP
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• Imperceivable changes to the input
• Unexpected behavior for the output
• Applications: security, evaluation, debugging

Challenges for NLP
• Effect: What is misbehavior?
• Change: What is a small change?
• Search: How do we find them?
• Evaluation: How do we know it’s good?
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• More realistic threat models
• Give even less access to the model/data

• Defenses and fixes
• Spell-check based filtering

• Attack recognition: [Pruthi et al ACL 2019]

• Data augmentation

• Novel losses, e.g. [Zhang, Liang AISTATS 2019]

• Beyond sentences
• Paragraphs, documents?

• Semantic equivalency → coherency across sentences

Future Directions



References for Adversarial Examples in NLP
Relevant Work (roughly chronological)

• Sentences to QA: [Jia and Liang, EMNLP 2017 ] link

• Noise Breaks MT: [ Belinkov, Bisk, ICLR 2018 ] link

• Natural Adversaries: [Zhao et al, ICLR 2018 ] link

• Syntactic Paraphrases: [Iyyer et al NAACL 2018] link

• Hotflip/Hotflip MT: [ Ebrahimi et al, ACL 2018, COLING 2018 ] link, link

Surveys

• Adversarial Attacks: [Zhang et al, arXiv 2019] link

• Analysis Methods: [ Belinkov, Glass, TAACL 2019 ] link
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More Loosely Related Work
• Anchors: [Ribeiro et al, AAAI 2018 ] link
• Input Reduction: [Feng et al, EMNLP 2018 ] link
• Graph Embeddings: [ Pezeshkpour et. al. NAACL ‘19 ] link

• SEARs: [Ribeiro et al, ACL 2018 ] link
• Genetic Algo: [ Alzantot et. al. EMNLP 2018 ] link
• Discrete Attacks: [Lei et al SysML 2019] link

https://aclweb.org/anthology/D17-1215
https://arxiv.org/abs/1711.02173
https://arxiv.org/abs/1710.11342
https://www.aclweb.org/anthology/N18-1170
https://aclweb.org/anthology/P18-2006
https://aclweb.org/anthology/C18-1055
https://arxiv.org/abs/1901.06796
https://boknilev.github.io/nlp-analysis-methods/
http://sameersingh.org/files/papers/anchors-aaai18.pdf
https://arxiv.org/abs/1804.07781
https://www.aclweb.org/anthology/N19-1337/
https://aclweb.org/anthology/P18-1079
https://arxiv.org/pdf/1804.07998.pdf
https://arxiv.org/abs/1812.00151
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Work with Matt Gardner and me

as part of

The Allen Institute for 
Artificial Intelligence

in Irvine, CA

All levels: pre-docs, PhD interns, postdocs, and research scientists!


